The double Riemann zeta function®
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Abstract

In 1992 Deninger showed a version of explicit formulas for the
Riemann zeta function. In this paper we establish a duplication of
Deninger’s explicit formula in the sense of the absolute tensor prod-
uct due to Kurokawa. As an application, we obtain an Euler product
expression for the double Riemann zeta function constructed from the
absolute tensor product of the Riemann zeta function.
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1 Introduction

The prime numbers are closely related to the zeros and the pole of the
Riemann zeta function ((s). This relation is described by explicit formulas,
which are equations between sums over the prime numbers and sums over the
zeros and the pole of the Riemann zeta function. At present, various explicit
formulas are known. We refer to Weil [W] as a famous explicit formula. In

1992 Deninger [D] showed the following explicit formula:

Deninger’s Theorem 1. [D, p.148] In Re(s) > 1 and Re(w) > 1 we have
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where p runs over the nontrivial zeros of the Riemann zeta function counted
with multiplicity, o := exp(wlog ), log o := log || + i arg a with arg o €

(—=m/2,m/2) and p runs over the prime numbers.

Remark 1.1. Schroter-Soulé [SS, Theorem, (i)] showed that 3 (s —p)™*
has a meromorphic continuation to (w,s) € C x Q, where Q:=C\ {p — X :
0 < Re(p) < 1,{(p) =0,A > 0} and |arg(s — p)| < 7.

In 1992 Kurokawa [K]| predicted that for fixed r € Z>; there would
be a relation between the r-ple prime numbers (pi,...,p,) and the sums
p1+ -+ -+ pp of the zeros or the pole p; of the Riemann zeta function. Under
this prediction he defined the absolute tensor product. Roughly speaking, for
meromorphic functions Z1(s), ..., Z.(s), their absolute tensor product (Z; ®

-+ ® Zy)(s) is defined by the zeta-regularized product (explained later) so as
to have zeros or poles at s = p1+- - -+ p, with Z;(p;) =0oroo (j =1,...,7)
and Im(p1), ..., Im(p,) having the same signature. The above prediction says
that a r-ple Riemann zeta function (®¥”(s) might have a generalization of the
Euler product running over the r-ple prime numbers (p1,...,p,) and that
there might exist explicit formulas for (®"(s). See [KK1, §1] for the precise
definition of the absolute tensor product and its expectations. We refer to
an excellent survey [M] by Manin. See also Schroter [S] for the study of
the absolute tensor product in the name of the Kurokawa tensor product.
We also remark that Koyama-Kurokawa [KK2] obtained an Euler product
expression and a Weil’s type explicit formula for (®2(s). Concerning the
absolute tensor product for Euler factors of the Riemann zeta function, see
[Al, A2, A3, A4, K, KK1, KK2, KW].

The purpose of this paper is to establish a duplication of Deninger’s

explicit formula in the sense of the absolute tensor product as follows:
Theorem 1. In Re(s) > 2 and Re(w) > 2 we have
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where p, p1, p2 Tun over the nontrivial zeros of the Riemann zeta function in

the given ranges counted with multiplicity, the argument lies in (—m/2,7/2)

and
(1) ,_ _3_2 1
EY(w,s) := 5y ZZp S(mlogp)” Llog?p
p m=1
w+1 - —27 2
g > D " (mlogp) P log? p,
p m=1
1 0 0 —m(s— 1) 1 1
EQws) = =Y 3% p 1 "(m Oglp) o8P
T e ﬁ;lm n(mlogp — nlogq)
q"#p

1 G — p_"*q""(mlogp)"logp
E® —
(w, s) mzp:zzq:z n(mlogp +nlogq) ’

m=1 n=1
1 log(2mw = we
EW(w,s) = <2+77§(> (Z p ™ (mlogp)” ' logp
p m=1
+> > p ™ (mlogp)”? 10gp> :
p m=1
1 > I (mlogp
BO) = = logp)“ 1 =
(w, s) m.zp:mz_:lp “(mlogp)”logp x 1 (=== )
EO®(w,s) = / <ZZP mls=u) mlogp)“’logp) log ¢ (u)|du,
P
Kl - L [T (s ),
’ Tomify ev—1 o u + mlogp ’
E®w,s) = =Y 3 p(mlogp)”logp,
p m=1
E(g)(w,s) = QZZZp_m(s+2k)(mlogp)w_1logp.
p m=1k=1



Here p and q run over the prime numbers and ~y is the Euler constant.

Concerning the convergence of the sums and the integrals in E() (w, s),

the following assertions hold:

Theorem 2. (1) For any j € {2,6,8} the sums and the integral in EU)(w, s)
converge absolutely and uniformly on any compact subset of {(w,s) € C? :
Re(s) > 2}.

(2) For any j € {1,3,4,5,7} the sums and the integral in EU)(w, s) converge
absolutely and uniformly on any compact subset of {(w,s) € C?: Re(s) > 1}.

(3) The sum in E®) (w, s) converges absolutely and uniformly on any compact
subset in {(w,s) € C?: Re(s) > —1}.

Using Deninger’s Theorem 1, Deninger obtained a zeta-regularized prod-

uct expression for ((s). To explain this, we recall the zeta-regularized prod-

uct. For complex sequences a := {an}22, the zeta-regularized product is
defined by
3 Za(w, 5)
H(s — ay) = exp | — Resy=o —u? (1.1)
n=1

with Za(w,s) = > .02 ,(s — an)~", provided that the Dirichlet series in
Za(w, s) converges absolutely for sufficiently large Re(w) and Z,(w, s) has
a meromorphic continuation with respect to w to Re(w) > —e for some
e > 0. The important properties are that (1.1) has an analytic continuation
to all s € C and that its zeros are located at s = a, (n = 1,2,...) and
nowhere else. Concerning the zeta-regularized product, see [HKW, I]. From

Deninger’s Theorem 1, Deninger proved

Deninger’s Theorem 2. In Re(s) > 1 we have

[e.9]

s - o TT s+ 20)
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Remark 1.2. Strictly speaking, Deninger treated [],(°37). See [D, (3.3)

Theorem].



Remark 1.3. From Remark 1.1, Deninger’s Theorem 2 is valid for any
s € 2. See [SS, Theorem, (ii)].

As an application of Theorem 1, we show an Euler product expression
for (¥2(s). By the definition of the absolute tensor product ¢®?(s) is given

as follows:

¢2(s)
2
I G-m-e)| [I (8—P+2n)> (s — 2 (s + 2n1 + 2n2)
Im(p;)>0 (7)>0. n;>1
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We remark that (¥2(s) is given by determining locations and orders of zeros
and poles, and that existence and a form of an Euler product expression for

¢®2(s) are not trivial. From Theorem 1 it is given by the following:

Theorem 3. In Re(s) > 2 we have
9 .
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where EU)(s) := EY(0,s), that is,
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Remark 1.4. Though Koyama-Kurokawa obtained an Euler product ex-
pression for (®¥2(s), our result is more explicit than theirs. See [KK2, Theo-

rems 5, 6 and 7] for their results.

We mention an underlying idea of the proof of Theorem 1. In [D]
Deninger used an improvement of Weil’s explicit formula due to Barner [B]
to obtain Deninger’s Theorem 1. But at present we cannot use a Weil’s type
explicit formula [KK2, Theorem 4] for our purpose. Instead, we adopt the
contour integral method, which was used for appropriate sums of multiple
Hurwitz zeta functions or for multiple sine functions in [A4, N]. See also [T,
§2.4] for this method. Roughly speaking, we give an analytic continuation

with respect to w for

S OY Gom-m (12)

Im(p1)>01Im(p2)>0

via the contour integral expression and cut off the contour to relate (1.2)
with prime numbers. Then the theory of Cramér [C] and Guinand [G], which
will be explained in §2, plays important roles. More technical ideas will be
explained in §3. We emphasize that Theorem 4 in §3 is fundamental to derive
Theorem 1. We remark that for concretely given r € Z>; Deninger’s type
explicit formulas for (®"(s) can be calculated from Theorem 4 in principle.

This paper is organized as follows: In §2 we recall the theory of Cramér
[C] and Guinand [G], arrange it and give needed estimations. In §3 we show a
fundamental equation (Theorem 4) to obtain Theorem 1 and we also explain

a sketch of the proof of Theorem 1. In §4 we reprove Deninger’s Theorems



1 and 2 from Theorem 4 to explain calculations for Theorems 1 and 3. We
remark that our method is completely different from that of Deninger. In
§5 we prove Theorem 1 from Theorem 4 and we also prove Theorem 2. In
86 we prove Theorem 3. Lastly, in §7 we discuss an obstacle to applying our
results to the nontrivial zeros of the Riemann zeta function.

Convention and notation. For convenience we collect convention and

notation which will be used in this paper.
e p and ¢ denote the prime numbers.

e p, p1 and p2 denote the nontrivial zeros of the Riemann zeta function

counted with multiplicity.

7 denotes the complex number satisfying p = % + 7.

W = min{Re(r) > 0: {( + ir) = 0}(= 14.13...). See [T, Chapter
XV].

~ is the Euler constant, that is,

N
= 1' *—l N .
v N:f%o<2n °g>

n=1
2 Cramér-Guinand theory

In this section we recall the theory of Cramér [C] and Guinand [G] and

further develop it. Let

logt

o)== > e U ::0(t)+m,

Re(7)>0

(2.1)

which are originally defined in |arg(t)| < m/2. Then, Cramér and Guinand

proved the following assertions:

Lemma 2.1. (1) [C, p.114, (13)] 6(t) has the following expression in Re(t) >
0:

0(t)
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(2) [G, Theorem 3] U(t) has a single valued meromorphic continuation for

which
U(t) + U(—t) = 2cos (;) - M

(3) ([C, p.117, 2], [G, Theorem 1 (ii)]) U(t) has the following Laurent expan-

ston att=0:
v + log(2m)

2rt

Remark 2.2. The sums over p and m in Lemma 2.1 (1) converge absolutely

U(t) = — +0().

and uniformly on any compact subset of C since

Z Z — logp . (2.2)

p m=1

For the proof of (2.2), we separate m = 1 and m > 2 and apply the prime

number theorem to the former and estimate the latter trivially.

From the meromorphy of logt/(4msin(t/2)) in arg(t) € (—n/2,(37)/2)
and Lemma 2.1 (2), 6(¢) has a meromorphic continuation to ¢t € C\ iR<o.
We rewrite it by the same notation 6(¢).! We put

0*(t) :=6(t) —e 2 (t € C\ iR<).
Then we rewrite Lemma 2.1 in terms of 6*(¢) as follows:

Lemma 2.3. (1) 6*(t) has the following expression int € C\ iR<p :

! Throughout this paper 6 is a function in C \ {R<( and we do not use other branches.



where
t it p~ ™
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et if Re(t) > 0
0 () +6°(—t) = ¢ Zigint ’
e 2 ‘
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(3) 0*(t) has the following asymptotic behavior att =0 :

logt 7+ log(2m)
27t 27t

where the argument lies in (—m/2, (3m)/2).

+ O(1),

0" (t) =

Remark 2.4. For the proof of (1) we cannot use Lemma 2.1 (1) directly

because the last term in Lemma 2.1 (1) is not valid on ¢ € iR>o.

Proof of Lemma 2.3. (2) First we consider the case Re(t) > 0. We recall
that the argument was taken in (—m/2, (37)/2) to obtain the meromorphic
continuation of #(¢). Hence log(—t) = logt + mi in its context. Therefore

Lemma 2.1 (2) says

1 t 1
0(t) + 0(—t) + Tiem(i/3) 2 cos <2> " Zeos(t/2)
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Hence we have

0% (£) + 0%(—t) = 0(t) +O(—t) — 2 cos <;>

1 1 e
4cos(t/2)  4isin(t/2)

~ 2isint’

which gives (2) with Re(¢) > 0. (2) with Re(¢) < 0 is immediately obtained
by replacing ¢ with —¢ in (2) with Re(¢) > 0.

(1) We restrict ¢ to Re(t) < 0 first. Then from (2) we have

0% (t) = —0(—t) + €7 +

—0(—t) +

2isint et — e’
Applying Lemma 2.1 (1) to 6(—t), we obtain (1) in Re(¢) < 0. Since both
sides are meromorphic in ¢ € C\ iR<p, (1) holds in ¢ € C\ iR<o.
(3) Applying sin(t/2) = t/2+O(t®) to Lemma 2.1 (3), we immediately obtain
the desired result. O

Next we give information about poles of 0*(t). From the definition (2.1)
of §(t) and Lemma 2.3 (1) we have

Lemma 2.5. [G, Theorem 1 (ii)] 8*(t) has poles at the following points and
nowhere else int € C\ iR<g :

(i) t =imlogp (p: prime numbers; m =1,2,...),

(i) t =—mm (m=1,2,...).

Later we need the following bounds for 6*(¢):

Lemma 2.6. (1) On Re(t) > 1 we have

0*(t) = Z et _em 5 4 O(e—looRE(tH%IIm(t)l)'
0<7<100
(2) On Re(t) < —1 we have

3it

T e?2 R 11
0*(t) [ Z et 4 Tt + 0(6100 e(t)+3] rn(t)|)
0<7<100
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(3) Let t = x +4iT with T > 2 and =T < x <T. Then we have

t p " T
0*(t) = —— O(Te"/?
®) i’ pzm m(t — imlog p) +0(Te™™),
pm<e2T

where the implied constant is absolute.

Proof. (1) First we remark that if 0 < Re(r) < 100 and ((3 + i7) = 0, then
7 € R (see [T, Chapter XV]). Hence we have

0*(t) = Z e T Z e e,

0<7<100 Re(7)>100

From |Im(7)| < § we have

Z e < Z e = Z o~ Re(7) Re(t)+1m(7) Im(t)
Re(7)>100 Re(7)>100 Re()>100
< ezl Z ¢~ Re(7) Re(t)
Re(7)>100
o100 Re(t)+3|Im(t)| o~ (Re(7)—100) Re(?)
Re(ggmo
< ¢ 100Re(t)+5|Im(1)] Z ¢~ (Re(r)=100)
Re()>100

which completes the proof.

(2) Applying (1) to 6*(—t) in Lemma 2.3 (2), we easily obtain the desired
result.

(3) Estimating A;(t) in Lemma 2.3 (1) for j = 2,3,...,8 trivially, we have

0% (t) = Ay (t) + O(Te/?).

We treat Ap(t). Suppose that p™ > €?”. Then, since T' < (mlogp)/2, we
have mlogp — T > (mlogp)/2. Hence we get

p " p " p "
: < <2
nzm m(t — imlog p) nzm m(mlogp —T) pZn; m2log p
pm 262T pm ZeQT pm ZeQT
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o0
p
< 2§p:z m2logp’
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Together with (2.2), this completes the proof. O

Corollary 2.7. (1) On u > 10 we have

0" (ue=7) = O (exp (—23—“/2)) , 0" (uet) = 0 <exp (—;ﬁg)) .

(2) Let R > 10 and —R <y < R. Then we have
0* (R +iy) = O(e"/?),

where the implied constant is absolute.
(3) Let t = x + 4T with T = log(N + 3) (N € Z>100) and x € R. Then we

have

O(e™/?) ifx >1,
0*(t) = < O(T?eT/?) if —1<x<1,
O(eT(”x +€—§T + 6100x+§) if e < —1,
where the implied constant is absolute.

For the proof we need the following:

Lemma 2.8. For any 0 < X <Y we have
Y-X

logY —log X >
Proof. This immediately follows from the mean value theorem. O

Proof of Corollary 2.7. Applying Lemma 2.6 (1) or (2) and estimating the
first and second terms trivially, we easily obtain (1), (2) and (3) with |z| > 1.
We consider (3) with |z| < 1. We estimate the sum in Lemma 2.6 (3):

—m

| o) :
. < IR
;ﬂ; m(t —imlogp) gﬂ; |T" — mlogp|
pm<e2T pm<€2T
—m -m
= > ot Y mler T
pm mlogp pm mlogp
pr<N+3 N+3<p™<(N+3)?
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= I+ 1.

We first treat I. From Lemma 2.8 we have

1 p- M 1 1
I < (N+53) ) P
DI e R i ey
pm<N+%
S . 1
= ZE+Zm<<IOgN<<T. (2.3)
n=2 n=2 2
In the same manner, II is estimated as follows:
1 Al 1
II< — < <T. (24
2 pwah ey < Y

N+3<pm<(N+3)?

Applying (2.3) and (2.4) to Lemma 2.6 (3), we get the desired result. O

3 The fundamental equation between zeros and

primes

In this section we prove a fundamental equation between the zeros of the
Riemann zeta function and the prime numbers. We also explain how to
obtain Deninger’s Theorem 1 and Theorem 1 from the fundamental equation.
Needed calculations will be done in §4 and §5.

The fundamental equation is as follows:

Theorem 4. Let r € Z>;. Suppose that (w,z) € D, satisfies Im(z) < —r/2

and Re(w) > r, where

r _mi or
D, := {(w,z)ECQ:—W<Re(ze 4)<23/2}

_ {(w,z) €€~ <Re(2) +Tm(z) < 527“}

Then we have
Lﬁl)(w, z) + L@(w, z) = Ry (w, 2),

13



where

L) = L /“e R
" ’ L'(w) Jo _
emiw  foce - A
L (w,z) = (_1)Hr(w) /0 e (9(15)—1—2:16_(2”*2)”) Ut
271 i

R (w,z) = lim Z Rest:imlogpe_ZtH*(t)Ttw_l
pm

F(w) N—oo
pm<N+%

and the argument lies in (—m /2, (3m)/2).

Before we start the proof, we explain how to get Deninger’s Theorem
1 and Theorem 1 from Theorem 4. Let » = 1 or »r = 2. We calculate
the residue in R,(w, z) explicitly by Lemma 2.3 (1). On the other hand
we calculate LS})(w, z) and L® (w, z) by the definition (2.1) of #(¢) and the

following formula for the gamma function:

Lemma 3.1. Let arga € (—7/4,(3m)/4) and Re(w) > 0. Then, we have

fux}

N
0

aw

Proof. First we restrict a to arga = 7/4. Then, we have

T(w) [ _, (t\"dt /Ow1 e dt /OO@‘T dt
= e — — = e YW~ — e—attwi‘
o /(; (6% t 0 t 0 t

When w is fixed, both sides are holomorphic in {a € C : Re(ae*%) >0} =
{a € C: —7/4 < arga < (3m)/4}. This completes the proof. O

Finally replacing z = —i(s — §) and investigating holomorphy of both
sides with respect to s, we will obtain Deninger’s Theorem 1 and Theorem
1. (Here the assumptions of Theorem 4 concerning (w, z) is equivalent to
—2r < Re(s) — Im(s) < r, Re(s) > r and Re(w) > r.)

Proof of Theorem 4. For a fixed number 0 < £ < log 2 we consider
1

Fy(w.2) = FOw.2) = s /C 0" (1)L, (3.1)

14



where C: is the union of coe Tt — 5637”, e (¢ : ‘%’r — —7), and ce” T —
coe” 1.2 Owing to Corollary 2.7 (1), (3.1) converges absolutely and uni-
formly on any compact subset of D,. Let (w,z) € D, and 0 < § < . Then

from Cauchy’s theorem and Lemma 2.5 we have

Fr(w,z) — F®(w,z) = F(lw) /P e~ (1)t~ dt = 0,
S,e

where Ps. is the 3111'11011 ofgs'ei(ZS (¢p: 3 — -7, ce™ T — e, fei? (¢ :
—2% — 30y and Jer " — ces '. We restrict w to Re(w) > r. Taking the limit

5 | 0, from Lemma 2.3 (3), we get

F, = lim F%)
(w, 2) =l 1% (w, 2)

1 0 1 ooef%
- - 7zt6* t rtwfldt / fzte* ¢ rtwfldt‘
) o OO e [T )

(3.2)

Replacing ¢t with —t and applying Lemma 2.3 (2), we calculate the first term
of (3.2) as follows:

1 0 zt
— e 2o ()t Ldt
a7 Lo 00
| ¢ (w—1) jw—1
= — e* 0" (—t) ™\ W W T dt
et -
r—1 eﬂ'iw ooef% zt e%t ' w—1
= (=1)" 0*(t tYTdt.
(=1) F(w)/o O
; it i _it A
Together with —e T+ ser— = —e T+ = Yo @—(QnJr%)zt7 (3.2)

turns to
Fr(w,z) = LY(w,2) + LP(w,2)  ((w,2) € D,, Re(w)>r). (3.3

We calculate F,.(w, z) by the residue theorem. Let (w,z) € D, satisfy
Im(z) < —r/2 and be fixed. Then from the residue theorem and Lemma 2.5

2 About the contour C. we chose the angle —7/4 and (37)/4 so as not to exist poles of

0*(t) on C.. The choice of the angle is not essential.

15



we have

(/ +/ +/ e #o* ()t dt
cw  Je@  Jow

= 2m Y Rese—imlogpe 07 (1)t

p?m

pm<N+%
where
ch = {—u+iuu:T— }U{ee’¢|¢ ——>——}
V2
U{u — iuju : 7 — R},
c? = {R+iyly: —R—T}, CO :={a+il|lz:R— —T},

T = Ty = log(N + 3) with N € Z>190 and R > T. We consider the limit
R — o0. From Corollary 2.7 (2) we have

[ et = / AR g (R 4 i) (R + i) idy|
Cc(2)

<rw / N Re(z)R+Im(z)y6%yRRe(w)71dy
-R
< 2RRe@)o=(Re()+Im)+5)R (3.4)

Here in the final inequality we used ' < R and Im(z) < —r/2. From
Re(z) +Im(z) + § > 0, (3.4) tends to zero as R — co. Hence we get

7zt * w—1 —zt n* Taw— 1
0 tYT dt = 27 g Res e %0 t
/0(4) /6'(5) ( ) t=imlogp ( )

p,m
pr<N+L
where
cW .= wAiufu: T — —=} U {ee®®|¢ ——>——
{= | \f} {ee] }
U{u — dufu — 00},
V2
Cc® = {x+il|z:00 — —T}.

Now we consider the limit N — oo. We have

| | = |- / e # @D g* (1 4T (2 + 4T)Vd|
c5) -7
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<uw / e~ Re(z)erIm(z)Tw* (:ZZ + iT) ‘r rnax{|:z:], T}Re(w)fldx

-T
-1 1 o)
= / +/ +/ . (3.5)
- J-1 )1
We deal with [ in (3.5). From Corollary 2.7 (3) we have

/oo < /OO e~ Re(z)a+Im(2)T 5T max{z, T}Re(w)_ld:l,‘
1 1

T
_ e(Im(z)+%)T <TRe(w)—1 / e~ Re(z)xdm
1

+ /OO e Re(z)mee(w)—ldx
T

Cws e(Im(z)+%)T(TRe(w)fl + 1)_

)

Here in the final inequality we used Re(z) > —(Im(z) + §5) > 0. From
Im(z) + 5 < 0 we get [;° — 0 as N — oo. Next we consider f_ll in (3.5).
From Corollary 2.7 (3) we have

1 1
/ <<T‘ / e Re(Z)!L‘+Im(2)T(T26T/2)TTRe(w)fldx

<, TRe@+2r=1,(Im+5)7T _, as N — oo.

Finally we treat f__% in (3.5). From Corollary 2.7 (3) we have
-1
L,
< /—1 o RO(Z)$+Im(Z)T(€q—(1)rx + e—ng + 6100rm+%T)TRC(w)_1dx
,

-T

1
_ TRe(w)—lelm(z)T / e(T(l)r—Re(z))a:dl,
=T

_i_TRe('w)fle(Im(z)fgr)T / e~ Re(z)xdm
-T

—1
+TRe(w)—1e(1m(z)+;)T/ o~ Re(2)4+100)z
-T

17



Since for any fixed A € R it holds that

) 1 if A>0,
/ eAdr <4 KT if A=0,

-7
e AT i A<0

< T+ AT,

we get

-1
/ s TRe(w)eIm(z)T(l+6(Re(z)—7(1)r)T)
=T

+TRe(w)6(Im(z)—gr)T(1 + 6Re(z)T)
+TRe(w)e(Im(z)+§)T(1 + e(Re(z)—lOOr)T)‘

From the choice of z, this tends to zero as N — oco. Hence we get
F.(w,z) = R.(w, 2) ((w,z) € D, Im(z) < —r/2). (3.6)

(3.3) and (3.6) complete the proof. O

4 Revisit to Deninger’s Theorems

In this section we reprove Deninger’s Theorem 1 from our method explained
in §3. That is, we calculate both sides of Theorem 4 with » = 1. We also

reprove Deninger’s Theorem 2.

41 LY

Lemma 4.1. Let (w,z) € Dy with Im(z) < —1/2 and Re(w) > 1. Then we

have

1 1
L(l) (w7 Z) = - ] )
1 RC(ZT):>O (z+7) (245w
LgZ)(w Z) — €7riw Z 1 _‘_ewiwi 1
Re(r)>0 (T =2 o (@ng)i-z)y

where the argument lies in (—m/4, (3m)/4).
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Proof. We treat Lgl)(w, z). From the definition of 8*(¢) and 6(¢) and Lemma

3.1 we have

LP@va

7ri T

ooe” 1 ocoe” 4 )
— § / —(z471 ttw 1dt / e—(z—i—%)ttw—ldt
I'(w) Jo
B _ 1
R520@+rw G+ Do

Here to apply Lemma 3.1 we used Re(z 4+ 7) + Im(z + 7) > 0 and Re(z +
) +Im(2+ %) > 0, which follow from Re(z) +Im(z) > —1/2, Im(7) > —1/2
and 71 > 14.

(1)

In the same manner as Ly ’, we obtain the formula for ng)' O

Lemma 4.2. Let —2 < Re(s) —Im(s) < 1, Re(s) > 1 and Re(w) > 1. Then,

we have

10w, ~ifs — 3)) = e“”< > ! w_(s_ll)w>, (4.1)

Im(p)<0 5= 7)
S-|—2n ) (4.2)

1 Tiw
L w, —i(s — = = e2 +
Pu-it- gy = F (T
where the argument lies in (—m/2,7/2). The sums in (4.1) and (4.2) converge

o0

Im(p)>0 n:l

absolutely and uniformly on any compact subset of {(w,s) € C? : Re(w) >
1, Re(s) > 1}.

Proof. We put z = —i(s— 3) in Lemma 4.1. We rewrite Lemma 4.1 in terms
of s. We have
1 1
DI e D D e P
Re(7)>0 <Z + T) Re(7)>0 ( Z(S 2 + ZT))w




miw 1
S L G

Im(p)<0

Here from the assumption Re(s) > 1 it holds that Re(s — p) > 0, i.e.,
arg(s —p) € (w/4,7/2) C (—7/2,7/2).

In the same manner we get

1 e 2 1 _miw 1
EES T C U DI Car P I ey

_ pw’
Re(1)>0 Im(p)>0 5 P)
(o] oo
1 _miw 1
. =e 2 T o \w!?
nZ:l ((2n + %)z —2)¥ 221 (s +2n)w

where the argument lies in (—7/2,7/2). Hence we obtain (4.1) and (4.2).
The absolute and locally uniform convergence easily follows from #{Im(p) €
(T, T +1]:{(p) =0} =O0(ogT) ([T, Theorem 9.2]). O

4.2 R,

Lemma 4.3. Let —2 < Re(s) —Im(s) < 1, Re(s) > 1 and Re(w) > 1. Then

we have

. 1 ez > s _
Ri(w,—i(s — 5)) = —=—= > _ > _p ™ (mlogp)” ' logp. (4.3)
P
The sum converges absolutely and uniformly on any compact subset of {(w, s) €
C? : Re(s) > 1}.

Proof. We calculate the residue in Ry (w, —i(s — 1)) explicitly. From Lemma
2.3 (1) (see also Remark 2.2) we have

ReSt—im log p eis—2)tg ()t~ 1

= Resi=im logp ei(s—%)t _L.e_%t p,im o=t
271 m(t — imlogp)

Tiw

e 2

= —5p "(mlogp)” logp.

Hence we obtain (4.3).
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From the following estimate for any fixed ¢ > 0 and A € R, we obtain

the absolute and locally uniform convergence of the sum in (4.3):

R 1 A 2. A(n) > (logn)A+1
Z p~ ") (mlog p)* log p = Z 1+s 1< Z I
p m=l1 n=2 n=2
(4.4)
where A is the von Mangoldt function. Hence we complete the proof. O

4.3 Reproof of Deninger’s Theorems

Proof of Deninger’s Theorem 1. Applying Lemmas 4.2 and 4.3 to Theorem
4 with r = 1, we obtain Deninger’s Theorem 1 under the additional assump-
tion —2 < Re(s) —Im(s) < 1. Since both sides are holomorphic in Re(s) > 1,

we can remove it. This completes the proof of Deninger’s Theorem 1. O

Proof of Deninger’s Theorem 2. We remark that each term in the left hand
side of Deninger’s Theorem 1 has a meromorphic continuation to w € C
(see [HKW]). We also notice that the following Laurent expansion at w = 0
holds:

o
Sy = ¥ O (4.5)

Hence, taking the linear term of the Laurent expansion at w = 0 in Deninger’s

Theorem 1, we obtain Deninger’s Theorem 2. O

5 The double explicit formula

In this section we prove Theorem 1 by calculating both sides of Theorem 4

with r = 2 and we also prove Theorem 2.

51 LY

Lemma 5.1. Let —4 < Re(s) —Im(s) < 2, Re(s) > 2 and Re(w) > 2. Then

we have

L (w, —i(s — 1))

21



= m(Z > W—QZ

Im(p1)<01Im(p2)<0 m(p)<0

L1
(-2 )

LY (w, —i(s — 1))

) (ImZ Z s —p1— p2)¥ Gop—p)e 7 Z 2 —P+2n

(p1)>0 Im(p2)>0 p)>0n=1

+ Z Z 8+2n1—|—2n2) )

ni=1ng=1

where the argument lies in (—m/2,7/2). The sums converge absolutely and
uniformly on any compact subset of {(w,s) € C?: Re(s) > 2, Re(w) > 2}.

Proof. This is proved in the same manner as §4.1 without any difficulties. [

5.2 Ry

Lemma 5.2. Let —4 < Re(s) —Im(s) < 2, Re(s) > 2 and Re(w) > 2. Then

we have

7r'Lw

Ro(w,—i(s — 1))

9
E ws

where BV (w, s) := EW(w, s) forj =1,2,...,7,9 and E® (w, s) := —E® (w, s).
Here EU)(w, s) are defined as Theorem, 1.

Proof. Let p be prime numbers and m € Z>;. Then, from Lemma 2.3 (1)

we have
te %p- ’
e 2p
0*t2 _
®) ( 2mmt—zmlogp))

n te” 5 p~ ™
~2mim(t — imlog p)

7,t 8
<_2m€ Z Z t—mlogq E; )

qr #p’"
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+ (holomorphic function near ¢t = imlogp).

Hence we get

9 .
Ro(w, —i(s — 1)) = ZR&J)(w,s),
j=1

where
1 = pm 52w+l
R(I) = — Res;=i (t —imlogp)?
2 (00) = i) 2 2 T N g
1 —p "
2 (w78) er(’lU)ZZ m
p m=1
i(s—2)tywt1 > qg "
% Res;_. _— ot i T o |
eSt,zmlogpt_Z-mlogp ; 7;1 n(t—inlogq)
qn¢p7n
. 2 N p™ eils=3)tpw
5 (w,s) T(w) ;mZ:l . t=imlogp t —imlogp i)

for j = 2,3,...,8. Calculating the residues, we obtain

Tiw

. et
B (w,5) = 1y BV )
for any j = 1,2,...,9. This completes the proof. O

5.3 Convergence of £ (w,s): Proof of Theorem 2

In this section we prove Theorem 2, which is concerned with the absolute
convergence of the sums and the integrals in EU)(w, s) and EY)(w, s) for
j=1,...,9.

Proof of Theorem 2. From (4.4) we immediately obtain the desired conver-
gence of the sums and the integrals in EY)(w, s) except for j = 2,3, 5.
We treat the sum in E®) (w,s). Applying the well-known asymptotic
formula
/

=(2) =logz+0.(12] ) as J2] — oo, Jarg(2)| < 7 —<
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and using (4.4), we get the desired convergence.
We deal with the sum in E®)(w,s). Let € > 0 and A < B be any fixed
real numbers and suppose that Re(s) > 1+ ¢ and A < Re(w) < B. Then

for any prime numbers p,q and m,n € Z>1 we have

—ms

q " (mlogp)”logp
n(mlogp + nlogq)
2~ (+e) =" (log 2)A+!
210
< n=logq
p~ " FE)g7" (mlog p)” log p

p

if p=2and m =1,

otherwise.

n2logq

From (2.2) we have

29— (1+€) 4~ (1o 2)A+1
ZZ q "(log2) < 0.
q

n2logq

o —m(l4e),—n 1 B
Z Z Zzp C]nQ(l?:gzgp) ogp

pm>3
< —m(1+e¢) B qg"
< ( dp (mlog p) 10gp> (ZZ " lona
p m=1 q n=1
< oQ.

Hence the sum in E®)(w,s) converges absolutely and locally uniformly in
{(w,s) € C?: Re(s) > 1}.

We treat the sum in E® (w,s). Let e > 0 and A < B be any fixed real
numbers and suppose that Re(s) > 2+ ¢ and A < Re(w) < B. Then, for

any prime numbers p, g and m,n € Z>; satisfying ¢" # p™, we have

p~™e" Vg " (mlogp)* logp
n(mlogp — nlogq)
27(1+5)q7n(10g 2)A+1
n(nlogq —log?2)
—m(H)g " (mlog p) P log p
n|lmlogp — nlogq|

if p=2and m =1,
<
p

otherwise.
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We treat the sum on p =2 and m = 1. From logz —log2 > (1 — igég

) log x
for any > 3 and (2.2) we have

Z Z 92— (1+8 log 2)A+1 2- (1+E) 10g2 A+1 ZZ
<
nlogq—logQ) - 1_};)23 o 1nzlogq
< Q.

Next we treat the sum satisfying (p, m) # (2,1). We have

IBPIDIP PRSI FALT S
o n|mlogp — nlogq|
p>3 q"#zf”
—m(l—f—a)

"(mlogp)” logp
n|mlogp —nlogq|

=
NER
(]
g

q"#p™
[o@) o x 0 o o
P IDIEDI I DD IEED I IO DD
p m=1 q qrtl:;’m p m=1 a p7n Zfip?m p m=1 a qnnZ:pl}m
(5.1)

We treat the sum over ¢” > p?>™. Then, since 2mlogp < nloggq, we have

nloggq — mlogp > (nlogq)/2. Hence together with (2.2) and (4.4) we get

o0 o0
p m=1 g¢q n:l2
q>p="

(Z f: ~m(1+€) (;m log p) B log p) (ZZ — 10;(1)

p m=1

< oo (5.2)

Next we deal with the sum over p < ¢" < p*™. From Lemma 2.8 we have

DD
- — n|mlogp — nlog¢|

P g <
" p*m—p—1 1
=2 Y s L g <
< <p2m =

25



Hence together with (4.4) we get

ZZZ Z <<ZZP m(1+) (mlog p) P+ logp < 00 (5.3)

p m=1 gq ) p m=1
pm<qn<pm

Next we treat the sum over ¢" < p™. From Lemma 2.8 we have

DD PR
= = n|mlogp — nlogq|

q<p™
00 P p™—1 P 71 pm—1
m
DD D il Zl
q n—l
qr<p™
< mlogp.

Hence together with (4.4) we get

ZZZ Z <<ZZP "+ (mlogp) P logp < 0o, (5.4)

pm:lqg,lm p m=1

q°<p

From (5.2), (5.3) and (5.4), (5.1) converges. This completes the proof. [

5.4 Proof of Theorem 1

Proof of Theorem 1. Assume that (w, s) satisfies the assumption of Lemma

5.1. Applying Lemmas 5.1 and 5.2 to Theorem 4 with r = 2, we have

ZZ +22ﬁ

Im(p1)>0Im(p2) >0 Im(p1)<0Im(p2)<0 ! p2)

2 T et T S

p)>0n= 1

8—2 ZZ 5+2n1+2n2)

ni=1no=1

s —p1— p2)¥

1 -
= ﬁE:E(J)(w,:s). (5.5)

26



From Deninger’s Theorem 1 we have

%_ 1 B 1 e ;
Llw) ; (s—=1—=pw (s—2) +n§1 (s+2n — 1) (5.6)

Doubling this and adding it to (5.5), we get the desired result under the
extra assumption —4 < Re(s) —Im(s) < 2. Since both sides are holomorphic
with respect to s in Re(s) > 2 owing to Theorem 2, we can remove it. This

completes the proof. O

6 FEuler product expressions for (®?(s)

In this section we prove Theorem 3.

Proof of Theorem 3. We remark that each term in the left hand side of The-
orem 1 has a meromorphic continuation to all w € C. (See [HKW].) Hence,
taking the coefficient of the linear term of the Laurent expansion at w = 0

in Theorem 1 (see also (4.5)), we obtain the desired result. O

7 Discussion

In this section we raise a problem (Proposition 7.3) when we try to analyze
the nontrivial zeros of the Riemann zeta function via our results.

Since it is difficult to treat sums over the prime numbers, we rewrite the
right hand side of Theorems 1 and 3 by sums over the zeros and the pole of

the Riemann zeta function as much as possible. From Deninger’s Theorem

1 we have
EO)(w, s)
['(w)
= -2 Z i ; +2 i ;
it (s +2n—p)v — (s =14 2n)w

o o0 1
2 Z Z (s 4 2n1 + 2n9)w’

n1=1no=1

Applying this and (5.6) to Theorem 1, we have
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Lemma 7.1. In Re(s) > 2 and Re(w) > 2 we have

Y Y it Y Y

Im(p1)>01Im(p2)>0 Im(p1)<0Im(p2)<0 1 p2)
1 1 = 1
D D e prri Ty -
()0 (s—1—0p) () <0 (s—1—0p) ot (s —142n)
+2 o T
Im%@ ; (s+2n — 7;1 n221 (s+ 2n1 + 2n9)¥®
1 7
- = EW)
:[1 w) ]z; (w7 S)?

where EY) (w,s) are defined as Theorem 1.
Differentiating Lemma 7.1 with respect to w at w = 0, we obtain

Lemma 7.2. In Re(s) > 2 we have

H G-mn-m[[ -1-0

Im(p;)>0 Im(p)<0
2
H -rn-m]l (8—1—p)( 11 (8+2n—p))
Im(p;)<0 Im(p)>0 m(p>)1<07

= exp ZE(j)(S) , (7.1)

where EY)(s) are defined as Theorem 3.

We note that (7.1) has zeros or poles at s = p1 + pa if p1 +p2 # 1+
for any nontrivial zeros p’ of {(s). In particular, s = 2p are zeros or poles
if 2p # 1+ p’ for any p/. Therefore, in view of the zero-free region of the

Riemann zeta function, it is interesting to improve the absolutely convergent
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region (Theorem 2 with w = 0) for the right hand side of (7.1). If there
would exist 1 > 0 such that the sums and the integrals in EU)(s) converge
absolutely for Re(s) > 2 — ¢ for any j = 1,...,7, we might improve the
zero-free region of the Riemann zeta function. But when we consider EU)(s)
separately, it is impossible because the holomorphy of E()(s) and E(©)(s) is

broken at s = 2 as follows:

Proposition 7.3. (1)
BO)(s) — g (log(s — 2))> + - lo((s ~ 2)¢(s ~ 1) log(s ~2) (7.2

has an analytic continuation as a holomorphic function to

Dy
= {seC:Re(s) >1}
\({p1 + p2+ A : Im(p1) X Im(p2) > 0,¢(p;) = 0,A < 0}
U{p+A:0<Re(p) <1,{(p) =0, <1}),

where in the initial domain Re(s) > 2, the above logarithms are taken as
log(s —2),log((s —2){(s — 1)) € R if s > 2 and extending them analytically
to Re(s) > 2.

(2)

BO(s) + 5 (log(s — 2))> ~ - los((s ~ 2)¢(s ~ 1) log(s ~2) (7.3

has an analytic continuation as a holomorphic function to
Dy:=C\({p+X2:0<Re(p) <1,{(p)=0,A<1}U{seR:s<1}).

In particular, (7.2) and (7.3) have an analytic continuation to a region in-
cluding Re(s) > 2.

Proof. We show (2).3 We have

1 1 -
EO(s) = = [ (s - u)log(—¢(w)du
mi Jo ¢
3The method of the proof is originated in [C, pp.116-117], which analyzed the behavior

of the final term in Lemma 2.1 (1) near ¢t = 0.
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= L (Se-wr i ) ostctunn

i Jo \ C §—u—
1 [ log(—((w)
_m'/o s—u—1 du
=: A(s) + B(s).

We first investigate an analyticity of A(s). Since C?/(z) + i is holomorphic

in C\({p € C:0<Re(p) <1,{(p) =0}U{-2n:n¢€ Z>1}), ((s—u)+—L

s—u—1

is uniformly bounded on (s,u) € K x [0, 1] for any compact subset K of

D3; = C\({p+XA:0<Re(p) <1,{(p)=0,0<A<1}
U{-2n4+A:neZ>;,0<A<1}).
This, together with that log(—((u)) is absolutely integrable in [0, 1], implies

that A(s) has an analytic continuation to Ds.
We consider B(s). We divide B(s) as

B — L /01 log((u = 1)¢(w) , 1 /01 108(1 =) 1/ —. By(s) + Ba(s).

! s—u—1 iy’ s—u—1

We treat Ba(s). We temporally restrict s to |[s — 2| > 1 in addition to
Re(s) > 2. Then, we have

1 (Y logu 1 HE u \"
B = — | — du=—"— log ud
2(5) Ty s—2+u " 7m'(s—2)/0 2(2—5‘) o8 udu
1 1 1 \"" 1 1
TFZ'T;)(H—I-lV <2—s> i 12(2—5)’

n

where Lig(z) := > > | Z; is the dilogarithm. It is well-known that Lis(z) is

n=1 n2

originally defined in |z| < 1, has an analytic continuation to z € C \ [1, 00)

and satisfies the transformation formula

2
Lis <1> = — Lig(2) — T~ %(log(—z))2 (z € C\[0,00), |arg(—2)| < ).

z
(7.4)
Putting z =2 — s in (7.4), we get
1 1 m
B =——A1 —2))% — = Liy(2 — —.
2(s) = — g (loa(s — 2))7 — — Lin(2 — ) +
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This implies that Ba(s) + 5 (log(s — 2))? has an analytic continuation to
Dy := C\ (—o0,1]. We deal with Bj(s). We restrict s to |s —2| < 1 in
addition to Re(s) > 2. Since log((z — 1){(z)) is holomorphic in |z — 1| < 3
and [log((z — 1)¢(2))].=1 = 0, it has the Taylor expansion of the following

form:
log((z —1)¢ Z an(z —1)" (7.5)
which converges absolutely and locally umformly in |z — 1] < 3. Hence we
S [
s—u— 1
Applying the binomial theorem to (u —1D)"=((u+1-3s)+(s—2))", we

have

Bi(s) = —;iani@(—n’“(s—m"’“/01<s—u—1>’“1du

have

n=1 k=0
1 & 1 du
- = (s —2)"
T ;a (s—-2) /0 s—u—1
—iia zn:(”)(—m(s 2)m ’f/l(s w— 1Ly
7”n 1 nk:l k 0

By (7.5), the first term in (7.6) equals

~ Tog((s — 2)¢(s — 1))(~ log(s — 2) +log(s — 1),

where |arg(s — 2)|, |arg(s — 1)| < 7/2. Hence we get
Bi(s) — — Toa((s — 2)¢(s — 1)) log(s —2)

= —% log((s —2)((s —1))log(s — 1)

1 & " /n !
- a, (—1)F(s—2)""% | (s—u—D*Ldu. (7.7)
Uy’ ; ; <k;> /0

We investigate the analyticity of (7.7). Clearly, the left hand side of (7.7)

can be extended analytically to

Ds:=C\ ({p+A:0<Re(p) <1,{(p) =0,A>1}U{s < 2}).
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Next we observe (7.7) near s = 2. We easily see that the first term in the

right hand side of (7.7) is holomorphic in |s — 2| < 1. To consider the second

term, we take any fixed € € (0,1) and suppose |s —2| < 1 —¢. Then, for any

u € [0,1], n € Z>; and k € Z satisfying 1 < k < n, we have
n k n—k k—1
on () 08 = 2 s -

= |ag] (Z) s — 2" Kls — 241 —ulf!

aal (1) 1= 72 = 9,

Since the sum in (7.5) converges absolutely in |z — 1| < 3, we have

IA

n=1 k=1
o9 n n o -
< ShlY (F)a-arte-e
n=1 k=0
= L S a3 2 <
= 2_€n:1 an € 0.

(7.8)

(7.9)

(7.8) and (7.9) imply that the sums and the integral in the second term

converge absolutely and locally uniformly in |s — 2| < 1, in particular, the

second term can be extended analytically in |s — 2| < 1. Hence Bj(s) —
Llog((s —2)¢(s — 1)) log(s — 2) can be extended analytically to Dg := D5 U
{seC:|s—2| <1} =C\({p+A:0<Re(p) <1,{(p) =0,A<1}U{s < 1}).

From the above observations,

BO(s) + 5 (log(s — 2))* ~ — log((s — 2)¢(s ~ 1)) log(s —2)

= 40+ (B1(6) — - os((s — 2)g(s ~ 1) ol - 2))
+ <Bg(s) + %m,(log(s — 2))2>

has an analytic continuation to D3 N Dy N Dg = Ds. This implies (2).

To show (1), we take a logarithm of (7.1). Since the left hand side has
neither zeros nor poles in Dy, log(the left hand side of (7.1)) is holomorphic
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in D;. On the other hand, from Theorem 2 with w = 0, E)(s) are holo-
morphic in Dy except for j = 2,6. These imply that

E@(s) + EO®)(s)

= (B9 ~ 51 og(s — 2 + - Tox((s = 2¢(s - 1) log(s —2))

2mi
+ <E<6>(s) + 5 (los(s — 2))? ~ ~-1og((s — 2)((5 — 1) log(s - 2)>

is also holomorphic in D;. From Proposition 7.3 (2), the second brace is

holomorphic in D;. This completes the proof. O
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