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Foreign Exchange Market Maker’'s Optimal Spread with

Heterogeneous Expectations

I.  Introduction

Trading volume and bid/ask spread have not shown any systematic relationships in
foreign exchange market. The spread does not change in a way that existing models
predict from the trading volume. Our paper aims at constructing a model with new
analytical tools and using it to explain the varying correlation between the volume
and the spread. Heterogeneity of expectations is a key element. We characterize it
by a distribution function of a specific point on expected time path on which actions
hinge. We formulate a market maker’s optimization problem and derive his optimal
spread. We show this optimal bid/ask spread increases, ceteris paribus, as the
expectations become more heterogeneous among the FX dealers. The market maker
widens his spread, because by doing so he can exploit the higher degree of the
expectation’s heterogeneity. Attributing the change in the spread to the
heterogeneity of expectations contrasts our model to the existing literature.
According to its models, the larger spread is to protect open position from higher

risks of volatile periods.

It can be shown that, as the expectations become more heterogeneous the
volatility increases as well, Wada(2000), Hence the spread and the volatility will
show a positive correlation. On the other hand, the spread and the volume will not
show a clear correlation. This lack of correlation is obtained by identifying sources
of the trading volume. The trading volume is determined by the fundamentals’ daily
demand and supply as well as by frequencies of expectation renewals. These two
elements can vary daily independently and their effects may be amplified or
canceled out depending on the day. The correlation becomes obscure between the

volume and the spread.

We apply our model on seemingly incoherent relationships between the spread
and the trading volume as are reported in Bollerslev and Domowitz(1993). The
existing literature, Admati and Pfleiderer (1988) and Subrahmanyam (1991), for



example, provide either positive or negative correlation. Therefore their models can
not explain the observed pattern of changing correlation. If we find effects of the
heterogeneous expectations on both of the spread and the volume, the changing

correlation is not puzzling.

In the following, we explain such seemingly incoherent changing patterns using
our model in section II. A construction of the market maker’s expected profit
maximization problem and derivation of its solution are presented in Appendix 1
and 2. The optimal solution takes a form of an optimal spread. This optimal spread
is larger as FX dealers’ expectations become more heterogeneous. This is the key

relationship to explain the empirical observations.

II.  Implications of the Model

A. Major Results on Empirical Observations

Bollerslev and Domowitz (1993) report lack of systematic relationship between
spread and “market activity” in FX market. The market activity is meant to be a
renewal of quotes. Its number of times could be a proxy for the trading volume.
Their findings indicate firstly that the spread is larger in a period before lunchtime
than in a period that follows even if these two periods may be similarly active.
Secondly, if we compare lunchtime and late afternoon, lunchtime has fewer
activities and much larger spread. Thus the spread and the volume do not show any

systematic relationships empirically.

The heterogeneity of expectations is the key element to reconcile the above
observations. Firstly, our paper identifies banks’ retail transactions as one of the
sources of uncertainty in inter-bank transactions. Since the dealers adjust their
positions eventually after they have retail transactions, these retail transactions
give rise to the inter-bank transactions. The retail transactions matter. So the
dealers try to estimate an intraday pattern of the aggregate retail transactions.
Their estimates will be heterogeneous. A degree of the heterogeneity varies
depending on time and date. Their estimates are more heterogeneous in the
morning when banks’ retail transactions are taking place than the afternoon when

the retail transactions are finishing. Hence, the expectations are more



heterogeneous and the spread is larger in the morning, even though the morning

and the afternoon may have the similar trading volumes.

In inactive periods such as lunchtime, weekends and days before holidays,
competitions among market makers decrease. Many of them voluntarily drop out
from the auction process. At the same time, the expected number of retail
transactions and hence that of the inter-bank transactions also decrease. If we
compare the above inactive periods, then the lunchtime is followed by the most
uncertain period. The expectations are the most heterogeneous among those periods.

Hence, the lunchtime has the largest spread.

B. Model’'s Characteristics

A process of price formation in the foreign exchange market poses a couple of
theoretical difficulties which existing literature has not provided satisfactory
models. One of the difficulties is continuous auction. In a continuous auction, there
is not a specific length of time to define demand and supply and it is not clear which
price is equalibrium among the series of realized transaction prices. It is hard to
apply usual equalibrium analysis on the continuous auction. As a tool to formulate
the continuous auction as in Garman (1976) and Amihud and Mendelson (1980),
our model defines expected numbers of buyers and sellers per unit time in stead of
demand and supply. In the continuous auction, it is not obvious how to compare
heterogeneous expectations. There is not a specific point of time to do it.We identify
the first peak or bottom on the expected time path as a key value to compare
heterogeneous expectations. The key value is the first local extremum on the
expected time path. We characterize the heterogeneity of the expectations by a
distribution function for this expected extremum. Taking advantage of as many
such extremums as possible increases the expected profit. Dealer’s action to seek
capital gain hinges on it. Therefore the distribution function describes distributions

of actions.

Participants in a FX market are dealers. Some of them act as market makers.
For given values for bid and ask, sellers and buyers randomly arrive at the market
maker and trade with him. These sellers and buyers are other dealers. Their
expected numbers of arrivals are determined by the distribution of the reservation

prices and the competitions among the market makers. Each time an arrival occurs,



the market maker’s position changes. Revenue or cost is incurred by the arrival.
The market maker’s position follows a continuous time Markov process. The levels
of his position constitute “states”. The arrival causes a transition between the states.
The transition brings about ‘@ reward” The market maker is not always passive
in that he can initiate transactions with other market makers to adjust his position.
Therefore the process is controlled. This process is modeled as a continuous time
controlled Markov process with reward as in Yushikevich(1977). The arrival process
of sellers and buyers is characterized by an “infinitesimal matrix”, which is a
continuous time counterpart to a Markov transition probability matrix. Elements in
the infinitesimal matrix are the expected numbers of arrivals for given values of bid
and ask. Values of these elements are determined by the distribution of the
reservation prices and by the number of competitors. He tries to maximize the
expected daily profits by choosing the quotes and hence the spread. The model
shows that this optimal spread increases, ceteris paribus, as the expectations

become more heterogeneous.

Garman (1976), Amihud and Mendelson (1980) and our model share the model
specifications such as price sensitive random arrivals. We improve these preceding

models by identifying sources of the price sensitive random arrivals.

Intra-day flow of the excess demand for FX by the economy’s fundamentals will
not be balanced. The dealers as a whole adjust net total positions and absorb the
excess demand. The transaction price makes the excess demand just being absorbed.
The dealers try to figure out patterns of the excess demand and to estimate
forthcoming peaks and bottoms of the transaction prices. The heterogeneity of
expectation comes from differences in opinions with regard to the arrival patterns of

retail transactions and the distribution of the expected peaks and bottoms.
C. Characteristics of Optimal Spread

1. Intensity Curves of Buyers and Sellers

In Appendix 1, ingredients of the market maker’s expected profit maximization are
discussed. And in Appendix 2, from the arrival intensity buyers and sellers as functions
of the spread, the necessary condition of the optimal spread is derived. We discuss the

implications of the optimal spread.
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The arrival intensity is the expected number of arrivals for a given value of quoted price
Benchmark value is a weighted average of all the indications and the reported last
transaction prices. Dealers use the benchmark value as an index to signify the current
transaction price. When one of the dealers contacts the market maker and ask for prices
for an immediate execution, probability that the dealer accept quoted price depends on
closeness to the benchmark value. Closer to the benchmark value, higher the
probability that a transaction takes place. Arrival intensity is higher (Figuerel). For a
given closeness, if the dealers’ expectations are more heterogeneous, then the market
maker sees higher probability of realizing transactions. So the higher degree of
expectation heterogeneity results in higher intensity. However, the highest intensity is
unchanged, if the total arrivals are unchanged (Figure 2). Then if the aggregate arrivals
increase while the heterogeneity of expectations stay the same, then arrival intensity
for the market maker increase. However the least competitive price to have arrivals
stay the same (Figure 3). The change in a degree of competitions among the market
makers has the same effect as Figure 3. Even if the aggregate arrivals over the entire
market stay the same, the potential arrivals to an market maker who is still ready to
trade.

The aggregate arrivals increase as the frequency of dealers’ expectation renewals
increases. And also if the retail arrivals increase, the aggregate arrivals increase. The
market maker faces such buyer’s and seller’s intensity curves. He tries to maximize

expected daily profits. For simplicity, we assume that the market maker chooses a pair



of buying and selling prices with the same arrival intensities(Figure 4)
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Figure 4 Intensity Curves and Choice of spread Figure 5 Determination of Optimal Spread

The highest intensities of buyer’s and seller’s curve need not be the same. If we assume
the same retail arrivals, then the market maker’s problem becomes choosing the profit

maximizing spread.

2. Necessary Condition for Optimal Spread

As benchmark value moves, the intensity curves shift for a given value of quoted price.
The market maker revises his buying and selling prices accordingly. We assume that the
market maker chooses a price pair with the same arrival intensities. The solution of the
expected profit maximization problem becomes choosing the optimal spread..Let ube a
half of the market maker’s bid/ask spread. Then we express the arrival intensity as a
function of u. Let f(u) be that function (Figure 5). Using this function, the expected
profit maximization is solved. The solution is derived in Appendix 2. The necessary
condition for the optimal spread is given by u f + f = 0. This result is obtained for an
asymptotic case such as time goes to infinity. This is not unreasonable situation for the
FX market. It is not unusual that several transactions take palace in one minute. If we
consider second as unit of time, then it is reasonable to apply the asymptotic result on
the intra-day auction process. The necessary condition for the asymptotic case coincides
that for the static case. Since the value of f(u) is an expected number of arrivals,
rectangle ABCO in Figure 5 is the expected profit for an infinitesimal amount of time.
The necessary condition tells that choose the value of u such that the area of ABCO will

be maximum.

3.Comparative Statics of the Optimal Spread

effect of heterogeneity of expectation: A slope of f(u) becomes less steep. The optimal
value of ubecomes larger. Hence the optimal spread is larger.

effect of aggregate arrivals: The slope of f(u) becomes steeper while an intercept with



the horizontal axis is fixed. The optimal v increase and hence the spread increases. The
aggregate arrivals are generated by two sources. The first is renewals of dealers’
expectations. The second is retail transactions with customers. The second source is
demand and supply from the macro economy. Arrivals from the first source are called

“heterogeneity arrivals” and the second “retail arrivals’.

4. Application on Intra-Day Pattern of Spread

(1) Morning and Afternoon

The retail arrivals are supposgd to show clear intra-day patterns. Their number is large
in the morning toward noon lunchtime. Then there is a pause in the lunchtime. After

the lunchtime, it surges again and tapers off toward the end of business hours.

The random arrivals create fluctuation of transaction prices. The larger expected
number of arrivals is associated with larger variance. (This is one of the mathematical
characteristics of Poisson process. We assume Poisson process for the arrival processes.)
Hence, the trading volume and volatility has a positive correlation. Since the larger
fluctuation is anticipated, a degree of expectation heterogeneity is higher. Hence, the
optimal spread is larger for larger trading volume. Even if the trading volumes are
same before and after the lunchtime, a degree of the expectation heterogeneity may be
different. In the afternoon the retail transactions come in a more predictable way
because of communications between the customers and dealers. The heterogeneity is
lower in the afternoon. As a result, even if the trading volumes are the same, the

optimal spread is smaller in the afternoon.

(2) Lunchtime

At lunchtime, many dealers voluntarily drop out from the auction process. Retail
transactions become low. If an market maker is still ready to trade, buyer’s and seller’s
intensity curves for him shift as follows. They shift up in a manner of Figure3 due to the
decreased level of competition. The optimal spread is wider. Then the intensity curves
shift down due to decrease in retail arrivals. The spread is narrowed. If the effect of

decreased competitions is larger, then the optimal spread is wider.

D. Conclusions
Auctions in FX market are continuous time. Transactions take place asynchronically.
Equalibrium analysis is difficult to apply. We introduce expected number of arrivals of

buyers and sellers for an infinitesimal amount of time. These expected numbers are



called arrival intensities. The arrival intensities play a role of demand and supply in the
continuous auction. We construct “buyer’s and seller’s intensity curves’. The market
maker faces these curves. For given arrival curves, he tries to maximize his expected
profit. The expected profits are maximized with respect to bid/ask spread. We obtain the

necessary condition for the optimal spread.

The optimal spread increases as the dealers’ expectations become more
heterogeneous. Even if the trading volumes are similar, the optimal spread will be
larger if the degree of the heterogeneity is higher. If the degree of competition
among the market makers is lower, the optimal spread is larger. Using these
implications of the model, we can resolve the seemingly incoherent changes of

correlation between the trading volume and the spread.



Appendix 1. Construction of the Optimization Problem

A. Environments of the Market

1. Two Groups of Dealers

Price” means spot foreign exchange rate. Auction participants are foreign exchange
dealers. There are two groups of dealers. The first group consists of market makers.
They quote their own prices and stand ready to trade at them. The second group
consists of those who do not quote own prices. Transactions take place between the first
and the second groups or within the first group. All the dealers can assume open
position. Sizes of the open positions are subject to exogenouly imposed constraints. The
market makers are allowed to assume larger open positions. The constraints are two
transaction units for the market makers and one unit for other dealers. We call those in
the second group with single unit constraint “S-dealer’, when distinction is necessary
for clarity. The FX market is wholesale market. All of the dealers have retail customers
and trade with them as well. All the dealers are risk neutral, If S-dealers recognize
possibility of capital gain, his position must be one unit open. Contrary, the market
makers’ positions do not necessarily reflect their view. Their positions are exposed

random fluctuations in order to seek profits from bid/ask spread.

2. Continuous Auctions

Auction process goes on continuous time. A market maker quotes a pair of his buying
and selling prices, whenever other dealers ask for quotations. These quoted prices are
for immediate executions. If one of the prices is good enough to the inquiring dealers,
then transactions take place. Transactions occur asynchronously. When a transaction
takes place, we say “an arrival of buyer or seller” occurs and count one arrival. The FX
market opens in the morning and ends late afternoon. The dealers’ daily profits are
evaluated at the end of business hours. When retail customers sleep, our market is

closed.

B. Ingredients for Market Maker‘s Optimization Problem

1.Choice variables
The market maker acts to maximize his expected daily profits. His choice variables
are a pair of buying and selling prices, and his position. His expected profit

maximization problem can be viewed as an inventory control problem. The size of the



open position corresponds to an inventory. He can choose only either a price pair or
inventory level. He can control either the prices or the inventory at one time.

He gives out the pair of buying and selling prices together when inquired. This is the
practice called “two way quotation” and a rule of the market. The inquiring dealer
decides which side to trade. The market maker could differentiate competitiveness of
his prices so that a particular side is more likely to be chosen. Still he does not have
complete control over his own position. It is so unless he quotes absurd prices. Thus if he
chooses prices then he cannot control his inventory. If he wants to adjust inventory right
away as he wishes, he can do so by trading with other market maker. In that case, the
price applied is someone else's. Thus if he chooses his inventory, he cannot control the

price.

2. A Little Lagged Inventory Control

The market maker’s position is subject to a constraint. Meanwhile, when he has an
arrival, a constraint may be violated. In order to reconcile such inconsistent situations,
we distinguish “a desired “ value and an actual value. And we allow the actual value to
be different from the desired value momentarily. The constraint is defined on the
desired level of inventory. The market maker chooses actions so that the desired
position satisfies the constraint. If the constraint is violated due to the random arrivals,
he immediately trades with other market makers. Then the constraint becomes just
binding.

3. Buyer’s and Seller’s Intensity Curves

For a given value of quoted price, an expected number of arrivals of buyers or sellers can
be defined. The expected number of arrivals for an infinitesimal amount of time is called
“arrival intensity”. The arrival intensity is price sensitive, in a very much the same way
as demand and supply curves. We call relationships between the price and the arrival
intensity “an intensity curve”. We have “buyer’s intensity curve” and “seller’s intensity

curve”’. The market maker daces two intensity curves and chooses actions.

C. Generation of Arrivals of buyers and sellers

1.Inside and Outside Sources of Arrivals

It was defined that an arrival of buyer or seller” implies that a transaction take place
with a market maker. Two sources generate these arrivals, one within the market and
the other outside. The first source is dealers’ revises of heterogeneous expectations. The

second source is retail transactions. The second source is, in another words, demand
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and supply from the macro economy.

2.Generations of Arrivals by Expectation Renewals

All the dealers have heterogeneous expectations and revise them from time to time. S-
dealers assume open positions according to their expectations. When they revise
expectations, they try to adjust their positions accordingly. Thus the expectation

renewals generate arrivals.

The difference in expectations can be expressed as the difference in the first peak or
bottom in an expected time path of transaction prices. Possible capital gain hinges on
such extemums. Becoming a buyer or seller, depends on them. The difference with this
regard results in the difference in actions. The heterogeneity of expectations takes a
form of distribution of such extremums. We call a distribution function for it
“heterogeneity distribution”. We call arrivals generated by the expectation renewals
“heterogeneity arrivals”. For a given quoted pair of prices, the heterogeneity
distribution determines probability that the next heterogeneity arrival is a buyer or
seller. The total numbers of the heterogeneity arrivals are generated by the expectation
renewals. These arrivals are sorted into buyers and sellers according to the

heterogeneity distribution.

4. Arrival Generation by Retail Transactions

The dealers engage in retail transactions with their customers as well as wholesale
transaction in the market. Dealers are ready to trade during the business hours
whenever customers want. Meanwhile S-dealers must have constructed the desired
levels of positions according to their own expectations. The randomly arriving retail
transactions disrupt the already constructed positions. Had this occurred, the dealers
would counterbalance retail transactions to recover the desired positions. They trade in
the market. Thus a sequence of the retail transactions changes into a sequence of the
arrivals in the market. We call the arrivals generated by the retail transactions “retail

arrivals”.

5.Price Insensitive Aggregate Retail Arrivals

Arrival process is defined for the entire market and for the individual market makers.
We call retail arrivals aggregated over the entire market “aggregate retail arrivals”. It
is assumed that the dealers' customers do not respond to intra-day price movements.

Hence the aggregate retail arrivals are price insensitive. Since the intra-day price

11



movements do not influence retail customers, daily demand and supply from them
would not be exactly equal, except for by chance. Therefore the daily accumulative
numbers of the buyers and the sellers would not be equal. The dealers absorb the

difference. The aggregate of the entire dealers’ position would be open overnight.

D. Constructing Intensity Curves

1.Poisson Processes

We assume that the retail arrivals and the heterogeneity arrivals constitute Poisson
processes. It means that the number of arrivals follows Poisson distribution, that its
expected number for a given time interval is proportionate to a length of the interval
and that its variance is equal to the expected value. The buyer’s and seller’s retail
arrivals constitute distinct two Poisson processes. The aggregate retail arrivals are

price insensitive.

The heterogeneity arrivals, buyers and sellers combined together, constitute a
unique Poisson process. We call these heterogeneity arrivals aggregated over the entire
market “aggregate heterogeneity arrivals’. The aggregate heterogeneity arrivals are
also price insensitive. This insensitiveness comes from that the frequency of the
expectation renewals, not a price level, determines the number of the aggregate
heterogeneity arrivals. Thus, there are three Poisson processes for the aggregate

arrivals and none of them are influenced by the price movements.

2. Price Sensitive Process for Individual Market Makers

A fraction of the aggregate arrival processes reaches individual market makers. More
precisely speaking, it is a fraction of a sum of Poisson processes. The fraction of the
combined aggregate processes appears as two arrival processes of buyers and sellers.
The fraction changes as the quoted price changes. Due to competitions, the arrival

processes for a given market maker become price sensitive.

3. Price Search

The market makers always post “indications’. These indications are intended to be
approximate values. An exact price applied in each transaction is known only when the
dealers inquire the market makers about them. Besides the indications are not updated
continuously. Even if one dealer tries an extensive search, some of the quotations may

change before he completes the search. Thus, it is not clear what is the best price
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available at a given moment. The dealers shop around but their searches are not
complete. They accept prices randomly. The probability of the acceptance depends on

how good the price is compare with some benchmark value.

4. Benchmark Value

The dealers always monitor the market makers' indications. And information vendors
distribute real time transaction prices to the dealers. These reported prices come from
multiple sources and are anonymous. We assume that dealers use a weighted average of
the indications and the last reported prices as a benchmark value. It is weighted
average of pair prices of the all the indications and the last reported transaction prices.
The weights are up to the individual dealers. The benchmark value signifies the current
price to the dealers. The market makers use the benchmark value to set own prices. All
the dealers use benchmark value to calculate retail prices. The retail prices are

benchmark value plus or minus fixed margin.

5. Arrival Intensity Curves

The market makers have prices for immediate execution. These prices can change any
moment. Hence they are not necessarily same as their indications. It is not clear what
are the best prices in the market for a given moment. So dealers use the benchmark
value as a substitute for them. When dealers search for the best price for the immediate
execution, they accept the market maker's price if they judge it is close enough to the
benchmark value. For a given benchmark valué, it looks as if the inquiring dealers
accept the price with some probability. This probability decreases as the distance
between the benchmark value and the market maker’s price. This decreasing schedule
itself becomes a relationship between the arrival intensity and the quoted price. “The
buyer’s intensity curve” is defined to the right of the benchmark value and is downward
sloping. “The seller’s intensity curve” is defined to the left of the benchmark value and

upward sloping.
D. Simpilified Inventory Control Problem

1. Equal Intensity for Buyers and Sellers

We consider only rather simple case such that a chosen pair has the same arrival
intensity. [t is assumed that the market maker chooses price pair with equal arrival
intensities. It means that when he has open position, he does not differentiate the

arrival intensities between buyers and sellers so that the position is more likely to move
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in a particular direction. It is assumed that market makers take other market
makers' indications as given. The indications are truly available price pair when they
are revised and quoted. The revisions of the indications occur with random intervals of
time. We do not consider the cases such that the market makers manipulate own

indications so as to influence the dealers’ expectations.

2. Necessary Condition for Optimality

The market maker shifts around his buying and selling prices while keeping their
arriving intensities equal. Then the arrival intensity curves are derived as functions of
spread. Let u be the half of the spread. And let q = f(u) be intensity curve as a function of
u. In the appendix the necessary condition for the expected profit maximization is
obtained. Itis given by f‘u+{=0.
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Appendix 2. Derivation of Optimal Spread

1. Profits and Its Expected Value

A market maker wants to maximize his expected profit for a time interval [0,7]. This
maximization problem can be formulated as follows. Random variables change values
from time to time in continuous time. We use integrals to express traded quantities.
Zy(t) and Z;(¢) are accumulative values that he bought and sold by time ¢. Hence dZ,(¢)
and dZ,(t) are quantities traded at each transaction at time ¢. Sy and S3 are buying
and selling prices applied at time ¢. Using integration notation, fOT St(t)dE[ Z{(t) means
total quantity bought for a time interval [0,7]. Similarly fOT S3(t)dE[ Z3(t)] means total
quantity sold during the interval [0,7]. Z(¢) is inventory level at time t. Positive value
means long position. Wr expresses the position’s value at the end of the day. 7, is
information. Conditional expectation on profits for interval [0, 7] is to be maximized. He
can choose S; and S3 and, when necessary, Z(t) is adjusted. He is risk neutral.

The stared variables are desired values of the original variables. It is allowed that
the actual values are different from the desired values temporarily. The market maker’s
position is exposed random shock of transactions while he has to satisfy the constraint
on the position. Temporary discrepancy is allowed. Had it occurred, he trades with

other market maker and makes his position just binding.

2. Omitting Retail Transaction

The market maker has retail transactions too. Profits from the retail transactions
become implicit in the maximization problem. His retail prices and wholesale prices are
always different by constant margin. As the number of the retail transactions increases,
his profits from the margin increase. This is exogenously given process. Profits as market -

maker is realized when he trades with other dealers.
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subject to | Z*(t)| <2, for 0<t<T.
where Wr(Z(t)) is final reward at time T , having Z(t) of position at tirﬁe t.
3. Model Specifications

This is a model of a controlled, continuous time Markov process with finite states.
This model is presented in Yushkevich (1977). We look for an optimal policy among
the time invariant policies. The position denoted as Z(t) is the ”state” variable. The
arrival processes of buyers and sellers are Poisson processes. These random arrivals cause
transitions of the state. As a transaction takes place, the state jumps from a given value
to another. We introduce two simplifying assumptions.(A-1) Each arrival’s quantity is
either one or two units. The transaction incurs cash flow. The jump of the state has an
associated "reward”. The position is subject to the constraint of 2 units. We consider
simple policy such that (A-2) The market maker always chooses price pair with the same
arrival intensities. It means that the next arrival is equally likely to be a buyer or a
seller. We construct an ”infinitesimal matrix ”. This is a continuous time counterpart
of Markov transition matrix. Let @ be the infinitesimal matrix. The market maker
chooses prices so that buyer’s and seller’s arrival intensities are the same. Let ¢ be that -

value of the intensity.

The quantity associated with each arrival is either one or two units. We denote
probabilities that the quantity is one unit and two units by v and v, . State space is
{1,2,3,4,5}. Let S; denote state i. These state are defined to correspond to the inventory

levels {2,1,0,~1,-2}. If buyer of one unit arrives, the inventory decreases by 1 and state
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moves down by 1. Let @ be the infinitesimal matrix of the process. Using the notation
defined above, Q is written as

-1 v v 0 0

1 -2 (5 Va 0

Q=gA=q| v v -2 v v (2)
0 v v, -2 1
0 0 Va2 V1 -1

The raw number is the state before the transition and the column number is the state
after that. The interpretation of the matrix is that element Q;..; means the expected
number of seller’s arrival who trades one unit when the state is S;. The element Q;;
means expected number of arrivals combining buyers and sellers together when the state
is S;. It is expected number of arrivals to force the market maker to leave the state S;.
It has negative value. The probability to stay at j decreases by @, ; for an infinitesimal
amount of time. For j = 1,5, the element’s value is —¢. When the state is at S; and Ss,
the constraint is already has been just binding. If the position goes out the constraint,
he would cancel out excess quantity by counterbalancing transactions right away. So the

states 1 has virtually only buyers and state 5 has only sellers. The value of the element

is half.

4. Omitting Expected Capital Gains

Since we consider the simple case such that the market maker chooses only the price
pair with the same arrival intensities. If he wants to maintain equal arrival intensities,
he has to keep shifting around the price pair as the benchmark value, i.e. the current
price level, fluctuates. S; and S; have to shift around. Then the market maker has
capital gains and losses. We separately calculate profits from the bid/ask spread from
the net capital gains. Then it can be shown that we can eliminate the expected capital
gains from the expected profit maximization problem. If we separate the capital gains

and bid/ask profits, the profits can be written as follows.

SR Tkl + & (3)

17



where N is the number of transaction, ¢ is the average of bid/ask when kth transaction
~ takes place and I, indexes whether it is purchase or sale. For simplicity, suppose each
quantity is one unit. I = 1 if it is sale and I, = -1 if it is purchase. &, is approximately
equal to thebenchmark value. Since we consider the case the arrival intensities of
buyers and sellers are kept equal, I, = 1 with probability 2 and hence E[I;] = 0. The
if we take expected value of equation (3), then it is given by uN + £ | E[I},&.]. For each
k, E[I4¢k] = E[I;] E[&] = 0 holds. The capital gains are expected to be zero, when the
dealer maintains equal arrival intensities for buying and selling prices and if he starts
out with no inventory. For simplicity, we assume that his initial inventory is zero. Then
we can eliminate capital gains from the expected profit maximization problem. As a
result, finding a pair of S; and S; is the same as finding the optimal bid-ask spread

2u*.

5. Differential Equation of Reward
When the inventory increases by a seller’s arrival, we call the transition of state
“upward jump”. Each jump is associated with a reward. A jump from S; to S, means
one unit of sale. If the state is S, the expected reward from the buyer’s arrival is given
by w;+2vs, . An upward jump caused by seller’s arrival incurs cost. We do not have to
assign a negative reward to the upward jump, however. Except for the last downward
jumps at the end of the day, the downward jump already signifies a profit, not just
revenue. Let R be the 5 x 1 vector and denote a vector of the expected rewards of
jumps, i.e.,
v1 + 2v3
v + 20y
R=2ug ) v1+2v, |. (4)

1
0

Let the 5x1 vector W(t) denote the expected profit for an time interval [¢t,T] where
T is the end of the day. The ith element of W(t) is the expected profit for the case that

at time t the state is S;. The expected profit satisfies the following differential equation.
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We can calculate the expected profit as the solution of the following differential equation

(Yushkevich 1977, Corollary 3.2 and Supplementary Remarks 5.),
Wi(t)=-R-QW(t) ()

with the boundary condition W(T) = Wr. (4) is an example of Bellman’s equation. The
elements of R and @ are constant. Since the sum of the elements in each row of @

is zero, Q is singular. The solution of (5) is given by
T
W) = ( / e*@ds) R+ Wr (6)
0

where @ =7+3Q 4 (@2 L 0P | Q) | and T is an identity matrix. Since

Q@ is not invertible, the expression for fOT e*?ds cannot be simplified. fOT esQds = T(I +

T 2 T 3 T k-1
Lo oy g o UY +>

6. Intensity Curves as Functions of Spread

The common arrival intensity of buyers and sellers is ¢ . The value of the arrival
intensity ¢ depends on u. We construct the intensity curve as follows. When the dealers
ask for market maker’s quotations, they compare the quoted price with the benchmark
value. The benchmark value is a weighted average of all the indications and reported
last transaction prices. Therefore the arrival intensity monotonically decreases as the
distance increases between the benchmark value and the quoted price. Then we can
derive a relationship between this distance and the arrival intensity. We can do this
for both buyers and sellers. We have two intensity curves. They are functions of the
distance defined as above. Next, fix the value of the intensity and, using intensity curves
find the values of distance. Take a sum of two values of distance. It is the bid/ask
spread. If you divide it by 2, then the answer is u. Then for a given value of u, there is
unique value of arrival intensity. Thus we have arrival intensity curves as functions of

the spread or half of the spread w.
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7. Necessary Condition for Optimal Spread

As shown in (3), R is also a function of wu. The expected profit is given by
equation (6) and this equation is maximized with respect to u. Next we find optimal
spread. Let ¢ = f(u) be an intensity curve as a function of u, one half of the spread.

Substitute f(u) and (4) into (6) and differentiate with respect to u. Since ( fOT e*Qds )R =

T(qI+ (Tod) | o(Ted) | 4 a(TeA) ...)u2V, where V = ;LR and Q =g4, the

derivative of the first term of equation (6) is given by

a%{ /OTestsR]

_ ) ., (TgA)q | (TqA)q (TqA)+1q
_T{Iq +(Ted)d + ==+ =g+ +...}u2v
q(TgA) | q(TqA)? q(TqA)*?
+T{+qI+ T +...+—-——-kT——-—+...}2V
T
= {TeTQq’u—l—q( / e*%ds )}2V. (4 —13)
0

The optimal value of u makes (7) equal to zero. Te?@ and fOT e*?@ds become proportional
to T, as T — oco. The proof is given later. Then for T = . equation (7) = 0 holds if
q'u + ¢ =0 . Thus the necessary condition for the optimal spread »* for the asymptotic
case is given by

fu+f=0 (8)

8. proof of asymptotic proportionality

e!? is the probability distribution of the state in which Z would stay at time
t, starting at time 0 from one of the states. The row gives the starting state and
the column gives the state at time t. €@ converges to a stationary distribution, as
t — co. Let C be the stationary distribution which is associated with Q ,ie., C =
limi—ooe'? . We can show that 1 [7e*@ds also converges to C. For a given e >0, ,
there exists 7 such that ||e? ~C]| < ¢ for ¢t > 7. |-|| represents the maximum
of the absolute values of the elements in a matrix. Using the facts that 1 [7e*%ds =
LT eQds+1 [feQs and ! [[eQds—C = 1 [}(esQ—C)ds, we have limy e L ff(e59—C)ds =
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Hm oo 3 [y (e°9 — C)ds + lim;—yo0 & f: (es? — C)ds. Because limieo ||} foT (e5¢ —C)ds|| =0 and

limgoo || 3 f: (59 — C)ds|| < limymoo t [F]|(e°9 = C)||ds < ¢, we have I fot e’9ds — C|| < e and

.-
lim ! e*?ds = C = lim €'%ds (9)
t—y00

t—r 00 0

Eequality (9) shows Te@ and [ e*®ds become proportional to T, as T — oo Divide (7)

by T, let T — co, and in (9) replace ¢t by T, then (7) becomes zero, if ¢u+¢=0.
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