Some Methods of Estimating

Regression Parameters

Kiyoshi Takeuchi

Recently we developed the two-point method of estimating linear
regression parameters by Z. Hellwig in [5]. In (5], assuming two-
dimentional normal population, we independently proved theorems
concerning the properties of estimators obtained by two-point
method proposed by Hellwig, and as our o0wn new results we derived
the test statistics and the method of constructing confidence limits
about population parameters.

In this paper we will intend to extend the above results to new

situations.

2

In this section, assuming that the distribution of population is
normal, we will define the density function of two-dimentional

normal distribution as follows:

f<x’y>=27wza,,1\/f——pz—exp[ 2(11— ){(x #I)
20— ) () (y py)z}] 0
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where

E®)=ps E=py ,
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E(x—p:)=0.", E(y—up)’=0, ,
EGr—u) (y—md=p,
In this case, conditional expectafion E(y| x) will be given as
follows:

ECylx)=Swyf(ylx)dy

-0

=ao+ 8% , 2)
where o=z, and B=pa,/c..
In this case we regard the #'s as fixed variates.

We shall assume that a random sample comprising of n=2m items
is drawn from the above population. Then we get pairs of (x, y),
(%2, y2) o, (¥me ym), By, Yms1) =+, (Xn, yn). We shall divide the
set into two subgroups in such a way that in the first subgroup
G, any random & points are included, and into the second

subgroup G; all the remaining (n—£) points are included. Then

k n
n=2xlk, m=2x%/(n-k),
f=1 J=k+1
3)
_ k _ n
n=2n/k, yp=2y/(n—Fk)
=1 J=k+1
are computed. As an estimator for population parameter B, b will

be expressed as follows:

i .,
b= A (4)
or
_Nh—y
b ;1" X2 (5)

In this paper we shall use ekpression (4).

Then we shall derive mathematical expectation and variance of
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estimator b. In this case we regard the x’s as fixed variates.

X2

E(b | x)=E(—Z@__‘_3;ii_ | x)

— =BG | D
i EG -G, e
While
EGi | x)= - SEGn | ) @
and
EGh | )= T EGn | ). ®

Therefore we need to derive E(y | ) and E(y2 | %).

E(y | m)= Smyx fly | xady

-0

ag
=ty + 0 C)

E

and in the same way

..._3__

ag .
E(y. I x2)=/,¢y+p-—(-,—q*xz 10 .
z .

Therefore

- 1 & o
E(y, | )= k ? Caey + 07:4«’0

’

Gy ~
=yt o T ay
z .
and in the same way
- Gy -
E(: | )= ﬂy+P"a—uZ2 a2
£ . .

From (6), 41) and (9, we get the following result:
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- gy -
EQ| %= A (ﬂv‘l' 9%"2—/“1/"9;1“”1)
=pt=B . ®

Therefore it is derived that b is an unbiassed estimator for
regression coefficient 8 in population.

Next we shall derive the variance of b.
o¥(b | ¥)=E(B—B | x)?
1 grm =
=T}':“—;¢>zd Gz—n | %) )
Since the sample is drawn at random from the population, #»

pairs of (%, 3) are independently distributed. Thus
PO | D=z 510G | )+0°Gi | ) 5
(3’2’—3‘0 l I .
Then we need to derive ¢2(3; | x) and %3, | x).
aGi | w)=\ Gi—m) f(y | Dy
_ =o,(1=6*)/k. (6)

In the same way

(2 | m) =0, (1=¢*) [ (n—k) . )

Therefore we get the following result:

7o | wy=2 L) (L ) | “

Gro— ) n—k

From (8§ it will be derived that apart from (&m—x)% o°(b | %)

\

will be minimized when k2=#xn—%, i.e., kA=m=mn/2. Therefore it will
be desirable to take k=n/2=m.
When k=m=#n/2, the above results will be expressed as

follows :
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ECb | D)=p =8

o*(b | %)= zn‘: é(zl_—;f;?ﬁ 4%0(”2;(2 :-S? . 19

2

Then we shall derive that b is a consistent estimator for 8. We

shall assume the following condition:

j (Gt et o+ 2m) = (Fmsr +F ¥mrzt -+ ¥n)
' n

>c¢>0, @0
where ¢, is positive constant. Then it is necessary that the
following relation is proved:

when ¢>0 is given and n—oo.

According to Yefumer's inequality, we have

P |b=8 | <o) 21— a0 2

52%<XZ—Z1)2
It is easily derived that when ¢ is given and the condition @) is

valid,

N—»0 82'}’L<XZ—' X1> - . (20')

" Then we have @1 -

From the assumption that distribution of population is normal,
regression coefficient b derived in (4 is distributed according to
N (B./46,2(1—p®) ] {n(x2—x)?}) . Hence

b— _ 2(0—PB) (me~x) 04
o(d|» Vn o,/ 1—p% |

is distributed according to normalized normal distribution, N(0,1).

When o, and p are known, we can easily test the hypothesis on
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regression coefficient f.
In general ¢, and p are unknown. However, if sample size # is
large enough, we can use sample standard deviation s, for ¢,, and

v for p, constructing the following statistics :

b— B Z(b B) (xz‘”’ﬁ) (25
7 (b x) Vs,V .

Above statistic will be approximately normally distributed with

N(0,1), when sample size is large enough. Using it, we can make
inferences about regression coefficient f. |

However, when sample size » is not so large, it is not possible
.to use (25), in order to make exact inferences about the regression
coefficient f in population. It is our purpose to construct a valid
statistic in such a case. To simplify our discussion, we shall limit

ourselves to the case in which the fixed variable x obeys the
relation Yx=0. This may always be possible by a shift of origir

of x.

When x is fixed, y1,32,--,ym are independently distributed according

to N(uy+Bxm, 6,2(1—=0*)), N(u,+Br, 0,2 (1—=p2)), -, N(u,+ Brn,
0,2(1—p*)). We shall consider the following transformation:
z=y—0—fix. (26)

It is easily understood that z is independently distributed
according to N (0, ¢,2(1—p%)).

We shall use the following orthogonal transformation:

T/—» (Z21+ 22+ -+ + Zom— 211 — £12= +++ = Z1m.)

T/;i: {;'"‘ (yau— 00— Brag) — ‘%_l(yl"' a— ﬁxu)}
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m

=7 Ge=50) — BGa= )}

__m - = _
=‘_/'1—1—“(7{2—A1) (b ﬁ) s (27)

1
%2=71—,;:‘(221 +2224 -+ Zzm+ 2u+ Zizt 0+ 2im )

=vn(a—a), 28
where a=y . ‘

1 .
= \/E(xz— ;;)2 + Z(xl - ;1>

2 12(/'\?2 —x2) 22+ Z(M"‘;ﬁ)zl}

- : (s (o
v Iy + 2=’ B (ra—72) (y2—2) +

2Z(n— 7_61) (y1 —yn)—f {Z(xz— 72):+2(n —}1)2}1

= e B 29
where
(5/x>2 — Z(ﬂﬁ - ;1>2:2<X2— ;2)2 [30)
Sy = 2(5\71—7_(1) (y1—§1):2(x2—- ;g) (_’)’2“&2) 8
Uy =‘§ @42t 224+ ?;lamzu ,

m T om
Un= 2 @nuZu + > Ani2ui -
i=1 i=1
Coefficients in the equations @) are assumed to be so selected
as to give an orthogonal transformation.
As z is independently distributed according to N(O, ¢,2(1—p?)),
it is easily derived that u; is also independently distributed

according to N(O, ¢,2(1—p?)). From the above results, it is



i

g — i)
v |
derived that

g2 ik H1B

__ s
a=- /=t | 83

b= ey TP o
are independently distributed according to N(«, ¢,2(1—p?)/%n) and
N(B, 40,2(1 —*)/n(x;— % )?), respectively. And they are independently
distributed with (ul+ us?+ - +uz?)/{s,2(1—p?)}. In this case

P+ ust + - + un?

o (1—p% 89

is distributed according to x2-distribution with degree of freedom

(n—3). Then we obtain the following relation:

4
w= Lu;’= Zzﬁ—mz—uzz—uaz
i=1 §=1

=3 (y—a—Br)*— 4 (=)0 — B)* -

s/

M’(a_ a)z - T% {S,ﬂ,— B (5’:1;)2} :

— 2 f (ay)?
__,’i’&(S’y) ll— (5’z>2 (s/v)z I , 6@

where

(/)% = ZCJ’z—;Qz:Z(}’I—J-’l)Z | &)

This result is the same form as we derived in (5]. The above
result is similar to the variation of error in usual regression line.
When we use least squares method in estimating regression

parameters, we have the following relation:

n sz
Z(y;—a—bx¢)2=nsy2(1— : )
i1

532 8,2

=ns2(1—7%) . 63
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In this case degree of freedom is (»—2), but it is noted that our
result @9 has degree of freedom (n—3).
As we have already seen, w is independently distributed with a

and b, and w/{¢,2(1—p?)} is distributed according to x?-distribution

with degree of freedom (n—3). v#un(a—a)/(o6,y/1—p%?) and / # -
(#2—x) (b—B) / {204/ 1—p?} are distributed according to N(O, 1),
respectively. Therefore we have the following results :

vna—a)

fﬁ=‘ay»/fiiﬁ',//y/aiﬁi?fﬁif///c”"S)

i) )
»/ WESTIR "

b

and

LV a5 (0= 8)

PVt sy

=Y G 25— ) / 1/;%0:;; | @ ‘

are distributed according to ¢-distribution with degree of freedom

(n—3), respectively.

Using #, we can test the hypothesis on regression coefficient a,
and construct confidence interval with respect to ¢. Also we can
test the hypothesis on regression coefficient f, and construct
confidencé interval with respect to (. However, computation of
these statistics is somewhat complex compared with computation

of estimators themselves.
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In sections 2 and 3 we estimated ¢ and 8 on the basis of
dividing the set of observations into two subgroups G, and G,. G,
consists of pairs of observations (x, 3).:::, (#m., ym), and G, of
pairs of observations (#m41, Ym+1).,-*, (¥n, Yn)-

The same result as above will be derived on the basis of any
division of the set of observations into two subgroups G, and G
of the same size, under the condition that division does not depend
on selection of observations (x, y) (i=1, 2,---,n). When we consider
fluctuation of estimator b, it is desirable to take estimator b having
minimum standard error. From (9 it is easily understood that
maximum | zp—2z | will lead to minimum standard error of b.
Maximum | z,—7 | will be obtained, when we enumerate
observations in an ascending order : ;< ngmgx:.) If half number

of x, takes sign 4, and the other half number takes sign —,
| maximum value of | »,—x | will be obtained, when m smallest
- members have the same signs, but the other m largest members
have other signs. Although such arrangements bring dependence

on observation, practically we could use the preceding formula

when # is large and variance of estimator is not large.

5

With respect to the method of dividing the set of observations
into two subgroups G, and G, there is a difference between two-

point method (2], (5] and the preceding method. However, it is

(1) For example, see KO. B. Jluunuk (3] ctp- 301.
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noted that on the remaining points there are similarities
between them.

According to Z. Hellwig (2], estimation of regression parameters
by two-point method is made as follows. A random sample
comprising of » items is drawn from two-dimentional general
population of which regession lines are assumed to be straight.
After ¥ and y are computed, he divides the set into two subgroups
in such a way that in the first subgroup the points with abscissa
x not greater than r are included, and into the second subgroup
all the remaining points are included. If in the second subgroup
there are #, points, then in the first subgroup there will be
m=n—mn, points. In this case %, is a random variable which may

assume the values 1, 2, ..., n—1. The followings are defined:

n=x|x<x, n=vy|r<x,

- - @)

To=x| x>%, p=y|r>%r.
‘Then the following statistics are computed :
Xy = ! 2x, ;z=‘.1—2%z
n — N2 N2 )
@

e e 1 >N =i _1_2
Y1== n—ng y19 V2= Ng yz-

As the estimator b for population parameter 5, any one of the

following three formulae is utilized :

_ y2—y

b= @
_y=n_ '

b=72 @
p=-L2"0 )

X2 X1
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An estimator a for population parameter o is expressed in one of

the following three ways:

a=§—b§2 N (49
a=§—b}1 , (47)
a=y—bx. : @

Then he gives, without proofs, theorems on consistency,
unbiasedness, and efficiency of estimator 5. However, he does not
derive exact distributions of estimators ¢ and 4. Therefore he does
not make such inferences as statistical testing or confidence limits
about population parameters. In [5] We have derived test
statistics and the method of confidence limits about population
parameters, assuming two-dimentional normal population. The main

results, corresponding to ¢9 and @), are as follows:

t1=\/’;’ll—l

@9

and

\/-ﬁ!ﬂz (xz

are distributed according to ¢-distribution with degree of freedom,

60

(n—3), respectively. In this case

_= __p—n

a_y ’ b— ;2__;1 , 6])

- 2271 - 2262

BT T, | 62
/ 2

vt {15 o

(S’z)z — 2(%1—;1)2-;2<x2—ﬂ;‘(\~ 64)
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2(;\71 —;1>2 + 2(7(2— ;2>2

(s)*= n , 6y
; _ EG=xn) (h—y)+Z(m—x) (32—32)
$ey = 60
n ,
Zx=0, x=0,
n=zx|x¥0, y=y|x<0,
67

v=x| x>0, y=y]|1>0.

6

There are several methods to divide the set of observations into
two subgroups G, and G, In [4] J. Ogawa shows that in an
unpublished manuscript G. Brown has proposed an estimator of
the correlation coefficient. His method is as follows. x and y
are distributed according to (1) with equal variances ¢? and means
equal to zero. Equality of variances is not necessary, but the ratio
of the Variances‘ must be known. Only those observations for
which x> ks are retained, and then th.ev following statistics is
introduced :

Fim7- | 5

Pp=-"="""=
. Xy —X-

’

where y, and x, are the averages of the #, #/s and /s for which
x>ko, and y_ and . are similarly defined for the #, observations
for which x<—%kg. pp is described to be an unbiased estimator

for p. Regarding the /s as fixed variates it is derived that

c?(05 | x)=T(;1+——_:‘%z%z—(i+—l—) . 69

n1 Na
As easily seen, (§ is similar to (4), @3, @), and @). The express-
ion (g is similar to (8§ and (9.
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v

When we divide the set of observations into two subgroups im
such a way as described above, we can use the folldwlng statistic.

as an estimator for population parameter §:

b=5_7+;27_

Ay — X~

60

We shall prove that b defined in 4G is an unbiased estimator for

B. Regarding the /s are fixed variates,

EG | =5t EG | )~ EG- |20 60

X+_;1 l

In this case

E(y+ | x+)=7112'E(y+ | x+>=S;f(y | z4)dy

-0

Gy —
=”y+p“gf(1+"‘#z> 6

b

and in the same way

- O, - _
EG- | x)=uyt+o 2G—ta) 63
Therefore
' _ 1 Oy ,— _=
EQ|»n= ¥r— - 4 7, (e —22)
Iy _ 1
o P B . 60

Variance of b is derived as follows :

Ao | =PI () 6

' ()—"4. - ;-)2 m N2

In the similar way as described above, we can systematically

derive test statistics and confidence limits about population

parameters.
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